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Embedded FPGAs (eFPGA) are increasingly being used in SoCs, 
enabling post-silicon hardware specialization. Existing CPU-eFPGA 
SoCs have three deficiencies. First, their low core count hinders 
efficient execution of thread-level-parallel workloads. Second, non-
coherent or partially coherent CPU-eFPGA integration inhibits 
dynamic, random memory sharing. Third, the use of full-custom 
circuits makes proprietary eFPGAs technology-dependent, inflexible 
in physical layout, and lacking architectural customizability. 

. CIFER was designed in seven 
months during the pandemic by a team of graduate students and 
postdocs collaborating across two institutions, due in part to the use 
of many open-source projects, including OpenPiton, BYOC, PyMTL, 
PyOCN, Ariane, and PRGA. The 4×4mm2 chip is fabricated in 12nm 
FinFET and targets intelligent edge devices such as robots and edge 
servers. CIFER addresses the aforementioned deficiencies with the 
following novelties: First, CIFER integrates parallel tiny-core clusters, 
OS-capable processors, and an eFPGA, enabling efficient execution 
of various workloads across the parallelism-specialization spectrum. 
Second, CIFER implements a heterogeneous, bi-directional cache 
coherence scheme, enabling low-latency, byte-granular data sharing 
between all the processors and the eFPGA. Third, the eFPGA is fully 
synthesizable with standard cells and off-the-shelf EDA tools. 

: The CIFER architecture (Fig. 1) integrates a 2×4 mesh 
of tiles and an eFPGA into the distributed, coherent, OpenPiton P-
Mesh cache system over three packet-switched, on-chip networks 
(OCN) designed with PyOCN. Each tile consists of a shard of the 
coherence system and one of the following: an Ariane core, a 
TinyCore cluster, or an eFPGA controller. Each coherence shard 
contains a private, 8KB, L2 cache and a 64KB slice of the shared, 
512KB, last-level cache (LLC). Coherence between the L2s and the 
LLC is maintained in hardware with a directory-based MESI protocol.  

Ariane is a Linux-capable, 64-bit, RISC-V processor with a 16KB L1 
instruction cache (L1I), an 8KB L1 data cache (L1D), and a double-
precision floating-point unit (FPU). Coherence between the L2 and  
Ariane's L1I/L1D is maintained in hardware. Each TinyCore cluster 
contains six 32-bit, RISC-V cores organized into three pairs. Each 
core has a private, 4KB L1D, while each pair of cores share a 4KB 
L1I, an integer multiply-divide unit (MDU), and a single-precision 
FPU. TinyCore clusters use a MIMD execution model and a software 
coherence scheme, where cache flush and invalidation are managed 
in software. Sharing long-latency arithmetic units and reducing 
coherence hardware maximize computation density in each cluster.  

: The eFPGA (Fig. 2) has 6720 multi-mode, 6-input LUTs and 
18 24Kbit, dual-port, block RAMs. Emulated accelerators can be built 
with an open-source, RTL-to-bitstream toolchain consisting of Yosys, 
VPR, and PRGA's bitstream assembler. The eFPGA is integrated 
with the system through two interfaces in the eFPGA controller: the 
control register interface allows the CPUs to access the eFPGA via 
memory-mapped I/O; the coherent memory interface is configurable 
at runtime to enable non-coherent, IO-coherent, or bidirectionally 
coherent memory accesses of the eFPGA. Atomic requests from the 
eFPGA are also supported, enabling low-overhead synchronization 
in user mode. The flexibly cache-coherent, fault-tolerant integration 
maximizes the programmability of the SoC. 

The eFPGA contains two key novelties: First, the switch blocks 
implement a cycle-free connection pattern [1], facilitating automated, 
constraint-driven, area/timing optimization at the array level using 
off-the-shelf EDA tools. Compared to previous synthesizable FPGAs 
in which locally optimized blocks are tessellated in a predefined grid, 

our approach narrows the LUT 
density, performance, and energy 
efficiency gaps between full-
custom and synthesizable FPGAs 
down to 1.3×, 3.4×, and 2.1×, 
respectively (Fig. 5). Second, the 
configuration memory is organized 
as multiple single-bit scanchains 
interconnected via an 8-bit, packet-
switched, 2D-mesh network and 
uses an analog, multi-source clock 
mesh running in the same clock 
domain as the CPUs. This enables 
fast and partial reconfiguration of 
the eFPGA at GHz clock frequency.  

: Fig. 3 shows our chip testing setup. Fig. 4 shows the 
maximum operating frequency (Fmax) of each component across the 
range of functional supply voltages. Note that the eFPGA's Fmax 
depends on the emulated design, and Fig. 4 shows the Fmax of a 
64-bit LFSR. 

Fig. 5 compares CIFER with other state-of-the-art CPU-FPGA SoCs 
targeting the edge/IoT domain. The SoC runs up to 1195MHz at 
1.1V. The CPUs’ aggregate peak performance and energy efficiency 
are 15.54 GFLOPS at 1.1V and 53.18 GFLOPS/W at 0.7V (estimated 
power dissipation, excluding the eFPGA’s configuration clock power 
based on post-layout power analysis), outperforming the next best 
SoC by 6.5× and 1.4×. The eFPGA achieves an area efficiency of 
1541 LUT6/mm2, outperforming the other synthesizable eFPGAs by 
11.2×, and is only 1.3× worse than the best full-custom eFPGA. The 
eFPGA's peak performance (1.92 MOPS/LUT, 126MHz at 1.1V) and 
energy efficiency (148.1 GOPS/W at 0.7V) are measured with a 64-
point FFT that reaches 97% utilization of the eFPGA. The 3.4× 
performance gap and the 2.1× energy efficiency gap between the 
best full-custom eFPGA and this work can be attributed to three 
factors: (1) CIFER is synthesized with standard cells; (2) our eFPGA 
has no hardware multiply-accumulate units; and (3) this work uses 
an open-source FPGA CAD toolchain. The last two rows show the 
peak memory bandwidth when the CPUs and the eFPGA (running at 
10% of the CPU clock frequency) access shared memory in a 
random pattern. C→F shows the bandwidth when an Ariane core 
accesses data owned by the eFPGA's private cache, and F→C 
shows the opposite. Note that SMIV [5] implements the AXI4 ACP 
protocol that only supports I/O-coherence in which CPU accesses do 
not trigger cache invalidation on the eFPGA side.  

Fig. 6 shows the throughput and energy efficiency gains by offloading 
four representative edge applications to their preferred compute unit. 
SORT and SHA-256 use eFPGA-emulated accelerators, while 
GEMM and JACOBI2D use the TinyCore clusters. The measured 
runtime includes all the control overhead, while the data transfer 
overhead is mitigated by overlapping compute with ad hoc, coherent 
memory accesses. To fairly compare the energy efficiency of 
individual components, full-chip idle power (static power and clock 
power) is excluded. At nominal voltage, the eFPGA outperforms the 
Ariane-only baseline by up to 9.29x in throughput and 10.62x in 
energy efficiency; the TinyCore clusters improve the performance 
and energy efficiency by up to 7.95x and 7.75x, respectively.  
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